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1 Formulas

We assume that there is a single sample of N sampling units, partitioned into 2 subsamples (Subsample 1
and Subsample 2), of N1 and N2 units, respectively, such that N1 +N2 = N . For h ∈ {1, 2} and 1 ≤ i ≤ Nh,
denote by Yhi the outcome measure for the ith unit in Subsample h, and define Xhi = h, so that the ordinal
X–variable indicates membership of the second subsample, rather than the first.

We note that, for each h and i,

N = #{(j, k) : Yjk < Yhi}+ #{(j, k) : Yjk = Yhi}+ #{(j, k) : Yjk > Yhi}, (1)

where, for a set S, #S indicates the cardinality, or number of members, of S. We can now define formally
the rank of the ith member of Subsample h as

Rhi =
1

2
+

1

2
#{(j, k) : Yjk = Yhi}+ #{(j, k) : Yjk < Yhi}, (2)

which implies that ranks can range from 1 to N , and that units in a subset with tied Y –values are assigned
the common mean rank that they would have had, if they had been ordered randomly. To simplify the
algebra used with mean ranks, we may prefer to work with the linear transformation

Qhi = 2Rhi − (N + 1) = #{(j, k) : Yjk < Yhi} −#{(j, k) : Yjk > Yhi}, (3)

as implied by (1) and (2). The sample mean rank, and mean transformed rank, for Subsample h are defined
as
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Qhi = 2R̄h − (N + 1). (4)

Note that
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]
, (5)

because the terms involving within–sample ordinal contrasts of form Yhi < Yhj and Yhi > Yhj cancel out.
We can now define the rank biserial correlation (RBC) of Cureton (1956) as
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)
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)
. (6)

Using (5), we see that
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= D̂(Y |X), (7)
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where sign(z) is 1 if z > 0, −1 if z < 0, and 0 if z = 0, and D̂(Y |X) is the sample estimate of Somers’ D of
Y with respect to X, based on the Yhi and the Xhi (Somers, 1962). The sample and population Somers’ D
parameters are discussed further in Newson (2006) and Newson (2002).
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